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ABSTRACT 

An accurate forecast of seasonal summer monsoon rainfall over the country is an increasing 

demand for decision makers and planners of the country in mitigating any kind of disaster like 

food crisis and water scarcity. 

The aim is to identify predictors for the Indian summer monsoon rainfall, which can then be used 

in forecast models. The parameters which show high correlation coefficient are identified as the 

predictors. 

It is proposed to extend the study carried out by Shraddha Srivastava and K.C. Tripathi (2012): 

wherein it was concluded that a better approach for deciding the predictors would be to do the 

PCA (principal component analysis)for the predictors and then making a better ANN architecture 

or regression equation for the forecasting purpose 
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1. INTRODUCTION 

If we want to predict anything then we need certain data as input and a output by which we can 

do analysis that how much accurate we are in our prediction .we can do good prediction if our 

trained output values are closer to the known output values. So here we will use past data of 

Indian summer monsoon rainfall for future prediction. Our prediction basically can be done by 

seeing the behaviour of atmosphere around the ocean, on analysing many things like temperature 

of sea surface, by looking temperature of surface air and pressure of sea level etc. 

 Identification of Predictors  

The aim is to identify predictors for the Indian summer monsoon rainfall, which can then be used 

in forecast models. The parameters which show high correlation coefficient are identified as the 

predictors. The number of predictors is different for different seasons.  

 The two main requirements for any useful predictors are: 

 1) It should show a good variable property with respect to the seasonal summer monsoon 

rainfall. that will show how things are happening with respect to each other in a pattern 

way 

 2) How certain months are playing a lead role in a particular season. 

. 

 

2.  Forecast Models 

 

 It is proposed to carry out the prediction of the ISMR using the leading principal 

components of the predictors determined by the correlation analysis 

 The prediction models proposed for the study are 

 Regression model 

 Artificial neural network model 

 Principle component analysis model. 

 The primary aim of all these models is to found the best correlation by which we easily 

understand the behavior of certain data, and find the pattern in data that will lead us to 

easily do prediction of ISMR. 
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 As we can easily understand that in a particular season few months plays key role than 

the other months, so while choosing predictors our main concern will be on founding the 

high correlation between the values that awe are considering as a predictor. 

 

2.1 Regression model 

In it we see the relationship between two (or more) variables by applying a mathematical 

formula. 

if we express x as the predictor (independent) variable and y as  the response (dependent) 

variable  

Then we specifically want to indicate how y varies as a function of x. 

In regression model we see that RMSE values are always less than the standard deviation of the 

observed data it means performance or regression model is fairly good enough as predictions are 

better than mean prediction. However performance of regression model is inferior to ANN 

model. 

 

 

2.2  Artificial Neural Network 

 The ANN model is based on 'prediction' by smartly 'analyzing' the trend from an already 

existing voluminous historical set of data. The other models are either mathematical or 

statistical. These models have been found to be very accurate in calculation, but not in 

prediction as they cannot adapt to the irregularly varying patterns of data which can 

neither be written in form of a function, nor deduced from a formula. 

 These real-life situations have been found to be better interpreted by 'artificial neurons' 

which can learn from experience, i.e by back-propagation of errors in next guess and so 

on. This may lead to a compromise in accuracy, but give us a better advantage in 

'understanding the problem', duplicating it or deriving conclusions from it. 

 

. 
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2.3 Principal Component Analysis 

 This model reconstructs the assumed deterministic dynamics of the monsoon rainfall data 

.We will further use regional and global parameters as the predictors which are chosen by 

examining their physical linkage with the monsoon and their degree of relationship with 

the monsoon rainfall of India. Since some of these predictors are intercorrelated, we will 

do principal component analysis of these parameters and few principal components will 

be taken as inputs to develop a feature vector. 

Steps followed in principal component analysis. 

 Step 1: Get some data 

 Step 2: Subtract the mean 

 Step 3: Calculate the covariance matrix 

 Step 4: after getting covariance matrix find the eigenvectors and eigenvalues of the 

covariance matrix. 

 Step 5: find components and make a feature vector 

 Step 6: Deriving the new data set 

 

3. METHODOLOGY 

 The methodology essentially involves time series prediction. We will design Back 

propagation ANN model with delta learning rule for the prediction of the all India 

rainfall. The most common and most useful statistics in our analysis is „correlation‟. 

When we are looking relationship between two variables then we will find that 

correlation is a value that describes at what extent, variables are related to each. In 

MATLAB correlation is found with the function “corrcoef(var1,var2)”. In our study 

relation have been calculated taking 1lag to 12lag between the months of AIR data points 

of 140 years.  

Actual data  

First we will arrange our 140 years data of Indian summer monsoon years taking on one axis and 

corresponding month‟s data points on other axis. 
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Lag data  

Here we will see our data will be arranged when taking the leg relation among the months .if we 

are taking 1 lag that mean we r calculating February data points from the previews data points of 

January .we will continue in the same manner for lag 1 to lag 12 . 
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Correlation graph 
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Fig 1: Lag correlation of ISMR with itself

 

 

Correlation analysis 

Autocorrelation value of a series with a lagged series of itself gives an insight of the level of 

dependence of the future values in the series on the present value. Statistical prediction models 

predict the time series ahead of time by exploiting the patterns in the past data.  

It is seen that correlation have been found more than 0.5 for lag 1, lag 11, lag 12. 

So we will use these three as predictors for ISMR. 

4. Results and Discussion  

 

We found good correlation at lag 1, lag11, lag12. 

Now we will compare these lag data with lag 13 that will be work as output. 

We will put data points of lag1, lag11, lag12 in a matrix p 

Then we will found scaled matrix of p so that all values lies between 0 and 1, 0 for minimum and 

1 for maximum. 

Then find the covariance matrix of scaled matrix p 

(In this we see how variation takes places among the directions with respect to mean value. 

Covariance is such a measure. Covariance is always measured between 2 dimensions. 

When we find covariance between a dimension and itself then it called variance.  

The above models have different methods of pattern identification and different way of 

analyzing data, based on their perspective benefits and drawbacks we will choose the one that 



             IJESR        Volume 3, Issue 10        ISSN: 2347-6532 
__________________________________________________________  

A Monthly Double-Blind Peer Reviewed Refereed Open Access International e-Journal - Included in the International Serial Directories 
Indexed & Listed at: Ulrich's Periodicals Directory ©, U.S.A., Open J-Gage as well as in Cabell’s Directories of Publishing Opportunities, U.S.A. 

International Journal of Engineering & Scientific Research 
http://www.ijmra.us 

 
178 

October 
2015 

will give us the best result to increase our accuracy while doing prediction of Indian summer 

monsoon rainfall.) 

 

Now found the eign vector of final matrix. Our principal component of data set will be the vector 

that has highest eign value. 

Then we will create new data set or feature vector. 

And see how new values giving better result than the past values. 

Earlier we found good correlation at lag 1 lag11 and lag 12 so we will see pattern identification 

before and after applying principle component analysis. 

 

            Pattern identification (Before applying PCA) 

 

           Pattern identification (After applying PCA) 
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We can see clear pattern identification after applying PCA on our prior data  

5. Conclusion 

In this paper we see that we can found best prediction by using principle component analysis, as 

it reduces the output dimension and easily found the pattern in data. So among regression model, 

ANN model and PCA model of prediction, PCA gives the best performance in the rainfall 

prediction of Indian summer monsoon. 
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