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Abstract-  

Carrier sense multiple access type algorithms results the maximum possible throughput in ad hoc 

networks. Even though the algorithm shows poor results in the delay performance also it shows 

some heuristic scheduling in the delay performance for the larger arrival rates. To overcome all 

these drawbacks we propose a time based CSMA algorithm which has the advantages of the 

followings, through this process multiple links are allowed to update their status in a single time 

period. Due to our proposed approach can achieve collision free transmission schedules during 

the control phase of the protocol. This algorithm shows the very good result in the delay 

performance for the throughput optimality property. 
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I. INTRODUCTION     

       OR  wireless  networks  with  limited   resources,  resource allocation is an important part for 

a high performance and providing QoS. In our approach we find about the link scheduling for 

wireless networks, since the communication links in the network cannot transmit the data 

periodically as the interference occurs more. A scheduling process which determines which link 

can send or receive data at each time so that no interference occurs.  

The parameters used to analyze the performance are the throughput and delay. The throughput of 

the scheduling algorithm will be determined by the mass of the arrival rate so that the scheduling 

algorithm makes the queue to maintain the stability of the process. The delay performance of the 

scheduling algorithm can be found out by the delay occur in the network. Since latest wireless 

networks require heavy bandwidths and delay requirements, designing such scheduling 

algorithms is important. We also in need of the scheduling algorithms to be distributed and having 

low complexity. There is no centralized approach and resource at every nodes in the nowadays 

wireless networks. Maximal scheduling is a low-complexity alternative to MWS, but it may only 

achieve a small fraction of the capacity region. Greedy Maximal Scheduling also known as 

Longest-Queue-First is another natural low-complexity alternative to MWS that has been 

observed to achieve good throughput and delay performance. GMS proceeds in a greedy manner 

by sequentially scheduling a link with the longest queue and disabling all its interfering links. It 

was shown that if the network satisfies the so-called local-pooling condition, then GMS is 

throughput-optimal. However, for networks with general topology, GMS may only achieve a 

fraction of the capacity region. Moreover, while the computational complexity of GMS is low, the 

signaling and time overhead of decentralization can increase with the size of the network.  

There are several algorithms available for the CSMA, in the CSMA process a transmitter will 

have the task of sensing whether the channel is busy or not, before the data is transmitted. When 

the transmitter seems to identify whether the network is busy, it waits for its turn (backoff time). 

Since CSMA algorithms can be easily adoptable for the distributed manner, they are widely used 

in the protocols like IEEE802.11 and MAC protocols, etc., we propose a mathematical model 

which is used to calculate the throughput of CSMA protocols in multihop wirless networks. 

One of our goals is to design distributed scheduling algorithms that have low complexity, are 

provably throughput-optimal, and have good delay performance. Toward this end, we design a 

discrete- time version of the CSMA-type random access algorithm that achieves the same 

F 
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product-form distribution over schedules. Our algorithm generates collision-free data 

transmission schedules while allowing for collisions during the control phase of the protocol thus 

relaxing the perfect CSMA assumption of the algorithms 

II.COMMUNICATION OVERVIEW 

We consider a wireless network with a graphical model G=(V,E) where V is the set of nodes and 

E is the links, nodes will be acting as both transmitter and receiver. In the wireless network for 

any link, the conflict link can represented Cl(i) are the set of links where if any one of the links 

will be activated then the link cannot be established between the nodes, the following reasons are 

depicted for the deactivation for the links: 

 The links that share a common node link, in this process, if two links share a common node 

cannot be activated simultaneously. 

 Links may produce interference to links when transmitting: when the radio interference 

constrains when two links are close to each other cannot be activated. 

A collision free graph G=(V,E) is the set of links that can be activated at the same time with 

respect to the conflict sets, when two links do not in a feasible schedule conflict with each other. 

Without misbehaving the rule of generality, we assume that all the links have unit capacity of 

transmitting one packet in one timeslot in a suitable scheduling condition.  

As far as we know, the CSMA network model with exponential idle and transmission times was 

first considered in [8]. More recent work that models the backoff and transmission processes with 

exponential distributions. The assumption of exponential backoff time, however, is not 

compatible with practical CSMA protocols (e.g., 802.11), in which the backoff process has 

memory. Typically, the backoff process is controlled by a counter. When the counter is 

decremented to zero, then transmission begins. The countdown freezes whenever a neighbor starts 

to transmit. When the transmission of the neighbor completes, the countdown resumes with the 

previous counter value when the link was last frozen. 

The scheduling is represented by the vector 
||}1,0{ Ex , the ith element of x is equal to 1 (ie xi=1). 

,1ji xx                   (1) 

A scheduling algorithm is the key way to decide which schedule to be used in every time of data 

transmission. We are focusing on MAC layer so we only consider the single hop traffic. The 
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capacity region which is having the arrival rate λ where exist the scheduling algorithm which can 

maintain the queues the queues are bounded stochastic sense depending on the arrival model used. 

For the purposes we will assume that if the arrival process is stochastic, then the resulting queue 

length process admits a Markovian description, in which case stability refers to the positive 

recurrence of this Markov chain. 

),(|{ 0 MC               (2) 

Where Co(M) is the convex hull of the set of feasible schedules in M. When dealing with vectors, 

inequalities are interpreted component wise. 

III.OPPURTUNISTIC SCHEDULING 

Radio channel conditions vary independently for each user, in a given slot, there is a high 

probability of having a user whose channel state is near its peak. Scheduling such a node leads to 

high sum throughput. The gains are larger if the channel variations are larger which in turn are 

indeed larger if the number of nodes is large. Thus, the traditional view that rapid variations in the 

wireless channel pose a significant challenge for efficient communication has been converted into 

an opportunity for exploiting diversity. 

We have a scheduling scheme where the scheduler picks up the node in in slot n such that 

  j

n
j

n xi maxarg                (3) 

This „pure‟ opportunistic scheduling, though, maximizes overall sum throughput, is not 

necessarily fair. It may starve the users who have poor average channel states. We consider a 

wireless system where N users communicate with a base station. Nodes communicate with the 

base station using TDMA, i.e., time is divided into slots of equal duration and only one node can 

transmit in a slot. We assume that the slot duration is normalized to unity. The base station is the 

centralized entity that makes the scheduling decision and the user scheduled by the base station 

transmits in a slot. Exploiting multiuser diversity in an opportunistic manner by scheduling the 

node with the best channel state might introduce unfairness. Nodes that are closer to the base 

station might experience perennially better channel conditions and thereby obtain a higher share 

of the system resources at the expense of nodes that are farther away from the base station. On the 

other hand, scheduling nodes with poor channel states results in a reduction in the overall 

throughput. 



             IJMIE           Volume 3, Issue 4             ISSN: 2249-0558 
__________________________________________________________       

A Monthly Double-Blind Peer Reviewed Refereed Open Access International e-Journal - Included in the International Serial Directories 
Indexed & Listed at: Ulrich's Periodicals Directory ©, U.S.A., Open J-Gage as well as in Cabell’s Directories of Publishing Opportunities, U.S.A. 

International Journal of Management, IT and Engineering 
http://www.ijmra.us 

 
99 

April 
2013 

Different scheduling algorithms provide fairness over different time intervals. A scheduling 

algorithm is long term fair if it provides a fair share of a certain quantity such as fraction of time 

slots or throughput to all nodes over a long period of time. As outlined earlier, the average 

throughput achieved by a node i over a long period of time can be expressed as: 

 

1

1
lim

n

i

n

i

n
M

i

RI
M

T        (3) 

On the other hand, a scheduling algorithm is short term fair if it provides a fair allocation of a 

certain quantity such as fraction of time slots or throughput to all users in an interval of M slots. 

THE SCHEDULING ALGORITHM IS DEPICTED BELOW: 

 

The transmission schedule used in the previous data slot and the decision schedule selected in the 

current control slot both are feasible, then the transmission schedule generated in the current data 

slot is also feasible. 

IV.HIGH PERFORMANCE AODV ALGORITHM 

The AODV routing protocol is a reactive distance vector routing protocol that has been optimized 

for mobile ad-hoc wireless networks. AODV borrows basic route establishment and maintenance 

mechanisms from the Dynamic Source Routing (DSR) protocol, and hop-to hop routing vectors 

from the Destination-Sequenced Distance-Vector (DSDV) routing protocol. To avoid the problem 

of routing loops, AODV makes extensive use of sequence numbers in control packets. 

When a source node needs to discover a route, it first executes the Route Optimization Function 

(ROF). The ROF first scans the existing routing tables and finds the interfaces which are not 

being used in any of the active data connections. In case none of the interfaces is free, it examines 
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the Network Interface Queue (IFQ) of each interface. The IFQ is a drop-tail FIFO buffer, 

established between the Link and MAC layers, and holds packets which are to be transmitted on 

to the Physical Layer. 

All interfaces, which have an IFQ length below a certain threshold, are selected as possible 

candidates for the Optimal Channel selection. The channel information of these free or least 

loaded interfaces is then retrieved through a Physical Layer hook. A random channel is then 

selected out of the free or least loaded channels, which is called the Optimal Channel. By 

randomizing the Optimal Channel, we maximize the channel distribution in two or more adjacent 

flows. The ROF returns this channel to the calling function. 

The following figure depicts our proposed methodology: 

 

Fig 1 depicts the proposed architecture 

Each intermediate node receiving the RREQ packet first verifies whether one of its interfaces is 

operating on the Recommended Channel. If this is the case, it creates the Reverse Route using this 

interface. In case the intermediate node has no interface operating on the Recommended Channel, 

it finds an Optimal Channel from the received RREQ packets and creates the Reverse Route on it. 

It then executes the ROF again to find the Optimal Channel to be recommended in the RREQ to 

the next hop neighbor. In case the intermediate node is a Mesh Router, it increments the Mesh 

Router Count. The intermediate node then broadcasts the RREQ on all interfaces. 

V.THROUGHPUT OPTIMALITY 

Based on the product-form distribution, one can then proceed (under a timescale separation 

assumption to establish throughput optimality of the scheduling algorithm. Instead of pursuing 

such a proof here, we point out the intuition behind the proof of throughput optimality under the 

timescale separation assumption. 
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We associate each link i ε E with a nonnegativeweight wi(t) in timeslot x
*
(t) . Recall that MWS 

selects a maximum-weight schedule in every timeslot such that 

.)(max)(
)*( xi

i
Mx

txi

i twtw   (4) 

The probability of choosing a schedule is proportional to the exponent of its weight, so schedules 

with larger weight will be selected with higher probability. This is the intuition behind our proof.  

The same channel statistics tend to have the same average throughput and consequently the 

scheduling policy reduces to the opportunistic policy, i.e., in each slot, the user with the highest 

rate is scheduled. On the other hand, if the channel statistics of the users are not identical, then the 

users compete for resources based on their rates normalized by their respective throughputs. We 

find that the delay performance of Q-CSMA can be quite bad when the traffic intensity is high 

(this is also true in simulations of continuous-time CSMA algorithms) and much worse than 

GMS. However, GMS is a centralized algorithm and is not throughput-optimal in general. We are 

therefore motivated to design a distributed scheduling algorithm that can combine the advantages 

of both Q-CSMA (for achieving maximum throughput) and GMS (for achieving low delay).  The 

same channel statistics tend to have the same average throughput and consequently the scheduling 

policy reduces to the opportunistic policy, i.e., in each slot, the user with the highest rate is 

scheduled. On the other hand, if the channel statistics of the users are not identical, then the users 

compete for resources based on their rates normalized by their respective throughputs. 

VI.EXPERIMENTAL RESULT 

The experimental result can be carried out by the execution of the similar algorithm and taking 

the result of the algorithms and finding the optimality between them 

     

 Fig 2 represents the comparison of the AODV algorithm 
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At low pause time (high mobility) the network topology will change frequently, more broken 

links will occur and the discovery process will be needed more. As a consequence, there will be a 

greater routing overhead and packets will be dropped resulting in more delay and less 

throughput.The second graph depicts the throughput between the two algorithms 

 

Fig 3 represents the comparison between the DSDVand AODV for througput 

 

This attribute can be explained by the fact that DSDV is a proactive routing protocol and in these 

types of protocols the path to a destination is immediately available. In other words, there is no 

delay caused by routing discovery. Furthermore, DSDV routing protocol tries to drop the packets, 

if it is not possible to deliver them which means less delay. 

 

Delivery Fig 4 represents the Packet Ratio 

 

The reason for the better packet delivery fraction in AODV over DSDV is that AODV protocol 

tries to guarantee that the packets will be delivered to the destination by delay compromising. 

Whereas in DSDV, if it is not possible for the packets to be delivered, DSDV tries to drop them 

which means a lesser PDF as well as less delay Furthermore, DSDV is a table-driven protocol and 

updates its table periodically which leads to an increase in the routing load in the network and less 
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PDF. On the other hand, AODV is an on-demand routing protocol and adapts faster than DSDV 

to the change of the routing caused by mobile nodes in WSNs. However, PDF increases in both 

routing protocols in respect of pause time. This is because when the nodes are not moving too 

much the routing status becomes relatively stable and as a result a path finding process is not 

required. 

VII.CONCLUSION 

AODV are simulated and compared under specific scenarios with WSNs environment. With the 

help of the NS2 simulator programme, DSDV and AODV are evaluated in respect of packet 

delivery fraction , end to end delay and average throughput. However, the simulation results 

reveal that there is no one protocol which is better than the other. Each protocol has its own 

advantages as well as its disadvantages making it suitable for some applications and not for 

others. Hence, an efficient routing protocol should be selected that suits the desired sensing task. 

Under packet delivery fraction, AODV has better performance than DSDV in the considered 

scenarios. PDF increases with an increase in the pause time for both protocols. As far as 

throughput is concerned, AODV performs by far better compared to DSDV. Average throughput 

in both protocols decreases steadily with an increase in the number of expired nodes and in case 

of pause time, the average throughput increases with increasing pause time. For the future we plan 

to prove such a conjecture for general networks as future work.  To avoid the conjunction present 

in the network.  And process on secure communication. 
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